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ABSTRACT

Standard voting rules usually assume that the preferences
of voters are provided in the form of complete rankings over
a fixed set of alternatives. This assumption does not hold in
applications like recommendation systems where the set of
alternatives is extremely large and only partial preferences
can be elicited. In this paper, we study the problem of
strategic manipulation of voting rules that aggregate voter
preferences provided in the form of pairwise comparisons be-
tween alternatives. Our contributions are twofold: first, we
show that any onto pairwise voting rule is manipulable in
principle. Next, we analyze how the computational complex-
ity of manipulation of such rules varies with the structure of
the graph induced by the pairs of alternatives that the ma-
nipulator is allowed to vote over and the type of the prefer-
ence relation. Building on natural connections between the
pairwise manipulation and sports elimination problems (in-
cluding a mixed-elimination variant that we introduce in this
paper), we show that manipulating pairwise voting rules can
be computationally hard even in the single-manipulator set-
ting, a setting where most standard voting rules are known
to be easy to manipulate.
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1. INTRODUCTION

A central result in social choice theory [1] is the Gibbard-
Satterthwaite theorem [2, 3] which states that any non-
dictatorial voting rule over at least three candidates under
which each candidate has some chance of winning is sus-
ceptible to strategic voting i.e. is manipulable. Given the
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impossibility suggested by this theorem, there has been sub-
stantial work concerning a finer analysis of the situation and
finding possible workarounds. A prominent example of this
is the seminal work of Bartholdi, Tovey and Trick [4] who
proposed the possibility of using computational hardness as
a barrier against manipulation of voting rules. They argue
that although opportunities for manipulation always exist in
principle, there might not exist any efficient general purpose
algorithm for finding them in practice.

Since then, a considerable body of work has developed
around the computational study of manipulation (see [5] for
a survey on this topic). Much of this work models voter
preferences as complete rankings over a fixed set of alterna-
tives (or candidates). While this is a reasonable choice for
certain situations, many large-scale settings prevalent today
(like recommendation systems) involve extremely large can-
didate sets (such as movies, products, webpages etc.). It is
therefore unreasonable, and often impractical, to elicit pref-
erences from users in the form of complete rankings of these
alternatives. For these settings, it is decidedly more natural
to aggregate partial user preferences to arrive at an out-
come (e.g. top-k preferences [6, 7], partial orders [§] etc.).
Similarly, some situations call for relaxing the requirement
of transitivity among the preferences. Indeed, when alter-
natives are compared using not one but multiple quality
parameters, it is natural to permit possibly cyclic prefer-
ences [9].

In this work, we consider the model of pairwise prefer-
ences, where every vote is simply a collection of pairwise
comparisons between alternatives with no constraints other
than anti-symmetry (i.e. A=B = By#A). The preferences
provided by voters in this setting can be incomplete (i.e.
not all pairs of candidates are compared by a voter) and
can contain cycles (A>B, B>=C,C>A). Thus, all the situa-
tions described above are subsumed by this model. This is a
simple model that offers substantial generality, and as a re-
sult there has been growing interest in designing preference
aggregation algorithms that elicit pairwise preferences from
the users [10, 11, 12, 13, 14]. Although these studies explore
the statistical properties of aggregation algorithms for pair-
wise preferences, the question of whether these algorithms
(or pairwise voting rules) are resistant to strategic user be-
havior remains to be answered. The focus of the present
work is to address these questions from both axiomatic and
computational perspectives.



pref-type pref-type
strict + | acyclic | strict | unrestricted strict + | acyclic | strict | unrestricted
acyclic acyclic
tree/ tree/
max deg=2 P max deg=2
< | complete < | complete P
bipartite P NP-complete bipartite
general general

Table 1: The complexity of pBorda-MANIPULATION under
the conditions specified by the corresponding action space A
and type of preference relation pref-type (refer Defini-
tion 2.1 in Section 2).

Contributions

Our contributions can be summarized as follows:

1. We show that any pairwise voting rule that is onto
(i.e. under which each candidate has some chance of
winning) must be manipulable (Theorem 3.1).

2. Given the above impossibility, we study settings un-
der which computational difficulty acts as a worst-case
barrier against manipulation (Sections 3.2 and 3.3)
Specifically, we study the problem of manipulation of
pairwise voting rules along the following two dimen-
sions: (i) the structure of the graph induced by the set
of candidate pairs that the manipulator is allowed to
vote over (e.g. tree, bipartite, complete) and (ii) the
type of preference relation (e.g. strict, acyclic). Our
analysis is focused on the pairwise Borda (pBorda) rule
and the Copeland® family of voting rules. Tables 1 to 4
summarize our results for these rules. The essence of
our results is that the structure of the induced graph
and the type of revealed preferences (and the parame-
ter o in case of Copeland®) can shape the complezity
landscape in important ways. We remark that while
the manipulation problem in the context of rankings
is polynomially solvable for most voting rules [4], we
already encounter hardness results in the setting of
pairwise comparisons with one manipulator for the rel-
atively simple pBorda and Copeland® rules, which we
consider an important contrast’.

Organization of this paper.

After setting the requisite notation and definitions in
Section 2, we describe the main ideas and proof tech-
niques involved in the axiomatic (Section 3.1) and classical
complexity-theoretic results for pairwise Borda (Section 3.2)
and Copeland® (Section 3.3) rules. A survey of the related
literature is provided in Section 4. We conclude by identi-
fying further implications of our results and directions for
future research in Section 5. Due to space constraints, we
defer the detailed proofs of all the results presented here to
the full version of the paper.

'Even in the context of rankings, however, voting rules like
the second-order Copeland rule [4] and many elimination-
style rules [15, 16, 17, 18] are known to be computationally
resistant to manipulation by a single voter.

Table 2: The complezity of Copeland’-MANIPULATION and
Copeland'-MANIPULATION.

pref-type
strict + | acyclic strict unrstd.
acyclic
tree/
max deg=2 P
< | complete
bipartite P NP- P
general complete

Table 3: The complezity of Copeland®-°-MANIPULATION.

pref-type
strict 4+ | acyclic | strict | unrestricted
acyclic
tree/
max deg=2 P
<\ | complete
bipartite P NP-complete
general
Table 4: The complexity of Copeland®-MANIPULATION

fora e QN (0,1)\ {0.5}.

2. PRELIMINARIES

Let [n] = {1,2,...,n} denote the set of candidates and
U = {u1,uz,...,um} denote the set of voters in an election.

Pairwise preferences and pairwise voting rules.

Let >, C [n] x [n] denote the binary relation indicat-
ing the preferences of voter u, so that i >, j indicates that
voter u prefers candidate 7 over candidate j. For each pair
of candidates i, j and each voter u, we can have exactly one
of >4 7, j>ui or neither (i.e. voter u skips the compari-
son between ¢ and 7). We let R denote the set of all such
anti-symmetric and irreflexive binary relations on [n]; and
let IT = (>uys>us> s >um) € R™ denote the pairwise
preference profile of the voters.

A pairwise voting rule r maps a pairwise preference
profile T1 € U2, R* to a unique candidate r(II) € [n].
Given a preference profile IT € R™ and a pair of can-
didates 14,7, let m;(II) denote the number of vot-
ers who strictly prefer candidate ¢ over candidate j,
ie. my(IT) = > 7 1(i v, j) where 1(.) is the indicator
function. A score-based pairwise voting rule is any pair-
wise voting rule r for which there exists a (natural) scoring
function s : U2 ; R¥ — R™ such that r(II) is the highest-
scoring candidate according to s(II) under some fixed tie-
breaking rule. That is, r(II) = T'(arg max; s;(II)) for some
tie-breaking rule T': 2"\ {0} — [n] satisfying T'(S) € S for
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(a) Before manipulation

(b) After manipulation

(c) After restricted manipulation

Figure 1: An dllustration of the election instance in Example 2.1. (a) Each vertex of the multigraph represents a candidate
and each dashed edge represents the number of voters with that preference (e.g. two voters prefer A-C). (b) The pairwise
comparisons made by the manipulator are represented by solid edges and the pBorda score of the winning candidate is indicated
in boldface. (c) The restricted action space of the manipulator (A = {(A, C)}) is shaded in grey.

all non-empty S C [n]. Some examples of score-based pair-
wise voting rules are as follows:

(i) Pairwise Borda Rule (pBorda) [14]: The pBorda score
of candidate i under preference profile II is given by”:

SpBorda(H) _

7

mi; (IT) _
= mas (1) +mya(ID)
(ii) Copeland™ Rule [19]: The Copeland®score (« € [0,1])

of candidate i under preference profile II is given by:

sCopeland® () _ Z 1 (mij (IT) > mys(ID))

Jj=1

+ a - 1(miz (IT) = my; (IT)).

Manipulation of pairwise voting rules.

We focus on manipulation by a single strategic voter (the
manipulator) who has complete information about the votes
of all other voters (the non-manipulators). Formally, a
pairwise voting rule r is said to be manipulable if there
exists a pair of profiles TI = (>uy, =ug,- -+, =um ), I =
(w1 =gy =um_1,=u,) € R™ differing only in the
preference of voter w,, such that »(IT')>,, r(II). That is,
the manipulator u,, strictly prefers the new outcome over
the old one. The corresponding computational problem, re-
ferred to as ~-MANIPULATION, is defined as follows:

DEFINITION 2.1. r-MANIPULATION

Instance: A tuple (I1,i*, A, pref-type) where Il € R™ !
is the preference profile of the non-manipulators
(u1,u2, ..., Um—1), i € [n] is the distinguished candi-
date, A C ([g]) is the set of pairwise comparisons that
the manipulator is allowed to make and pref-type €
{stricttacyclic, strict, acyclic, unrestricted} is the prefer-
ence constraint with respect to A.

Question: Does there exist a vote >, over A satisfying
pref-type such that r((I1, =.,,)) =i ?

Here A C ([Z]) denotes the action space of the manipu-
lator i.e. the pairs of candidates that the manipulator is
allowed to vote over. Alternately, no pair of candidates out-
side A can be compared by the manipulator. Given A, we

*where we adopt the convention 0/0=0.

say that a vote =, by a voter u over A has a strict pref-
erence type (i.e. pref-type = strict) if for all candidate
pairs {i,j} € A, either i>,j or j>,i (i.e. voter u is
not allowed to skip comparisons). Similarly, a vote satis-
fying pref-type = acyclic is not allowed to contain directed
cycles (i.e. 1%>42,2>,3,3>,1 is forbidden etc.). A vote
with pref-type = strict+acyclic is required to simultane-
ously satisfy the strictness and acyclicity constraints while
pref-type = unrestricted imposes none of these restrictions.

We will refer to the instantiation of 7-MANIPULATION for
pBorda rule (resp. Copeland®) as pBorda-MANIPULATION
(resp. Copeland®-MANIPULATION). Example 2.1 illustrates
the role of the space A in the manipulation problem.

EXAMPLE 2.1 (THE ROLE OF ACTION SPACE A).
Consider the election setting shown in Figure 1a, where
the pBorda scores of the candidates A, B € C respectively
are 7/6, 3/2 & 1/3 and B is the pBorda winner. Suppose
we now add the manipulator ua to this election whose
favorite candidate is A. Observe that if the manipulator
casts the vote {(A>B),(A=C)} (see Figure 1b), the new
pBorda scores for A, B & C will be 17/12, 4/3 & 1/4
respectively and A becomes the winner. Thus, the answer
to pBorda-MANIPULATION for this election instance is YES
when A = {(A, B),(A,C)} or A= {(A, B),(A,C),(B,C)}
and pref-type = unrestricted. However, if the manip-
ulator is only allowed to compare the candidates A and
C, then despite voting in favor of A, the manipulator
cannot make A win (Figure 1c). Therefore, the answer
to pBorda-MANIPULATION is NO when A = {(A,C)}. It
is easy to see that the above observations also hold for
pref-type € {strict, acyclic, stricttacyclic}.

Excess scores.

The excess score of a candidate ¢ is the amount by which
the score of i exceeds the score of the distinguished candi-
date i" in a given election. For instance, in Figure 1c, the
excess pBorda scores of candidates B and C' (with respect
to distinguished candidate A) are 1/4 and —1 respectively.
Hence, -MANIPULATION for a score-based voting rule r can
be restated as finding a vote for the manipulator such that
the final excess scores of all candidates are zero or less.

Elimination problem in sports.

The elimination problem [20] asks whether a team 4"
can still win a sports competition, given the current scores
and set of remaining games. As we will see, this problem
turns out to be intimately connected to r-MANIPULATION.



Formally, let [N] = {1,2,...,N} be the set of N teams
and let s; € R denote the current score of team i € [N].
Let G C (1) denote the set of remaining games between
pairs of teams . A scoring system S determines the points
awarded to each team in a pairwise game based on the out-
come of the game (e.g. home win, draw or away win).

DEFINITION 2.2. SCORING SYSTEM: A scoring sys-
tem S is a tuple of ordered pairs of rational num-
bers  [(aun,B1), (a2, B2),- -, (ax,Bt)] where the  sub-
seript 1,2,--- |t corresponds to the outcome of a game
and the first and second entries of each pair (denoted
by o and ) correspond to the points awarded respectively
to the home and away team wunder that outcome. For
example, the well-known FEuropean football scoring system,
where S1 = [(3,0),(1,1),(0,3)] and t = 3, awards 3 points
for win, 1 point for draw and O for loss, regardless of
home-away distinction. Similarly, S2 = [(3,0), (1,2), (0, 3)]
awards an extra point to the away team wunder a draw
outcome. Finally, Ss = [(3,0),(0,3)] allows only win-loss
outcomes and the winner gets 3 points.

Given the current scores s and the set of games to be
played between the teams G, S-ELIMINATION asks the ques-
tion “can team i* still win?” [21]

DEFINITION 2.3. S-ELIMINATION

Instance: A tuple {(s,i",G) where s = (s1,2,..., SN)T 18
the vector of current scores of the N teams, i* € [N] is the
distinguished team and G C (U;[]) is the set of remaining
games between the teams.

Question: Does there exist an assignment of outcomes for
the games in G such that i* ends up with the (joint) highest
total score among all teams under the scoring system S ¢

A comprehensive characterization of the computational
difficulty of this question was provided by Kern and
Paulusma [21] in terms of the nature of scoring system S
used to award points to the teams.

THEOREM 2.1 (KERN AND PAULUSMA [21]). Let S be
a scoring system satz’sfymg3 ar > >a1=1>a:=0
and 0 = 01 <1< B2 < -+ < Bt. Then S-ELIMINATION is
polynomially solvable if S = {(t—1—14,7) : 0 < <t—1} for
some t € N. In all other cases, the problem is NP-complete.

3-dimensional Matching [22].

DEFINITION 2.4. 3-D MATCHING

Instance: A tuple (W, X,Y, R) where W, X,Y are disjoint
sets each of size ¢ and R C W x X XY is a set of triples
such that each w € W (similarly x € X and y € Y)
features in exactly two triples.

Question: Does there exist a subset R© C R such that R’
covers WU X UY ezactly i.e. each w € W (similarly x €
X,y €Y) is present in exactly one triple in R'?

3-D MATCHING remains NP-complete even when each ele-
ment of W, X, Y occurs in exactly two triples in R [23].

3This is without loss of generality, since any given instance
of S-ELIMINATION can be transformed into an equivalent
instance where the scoring system satisfies these conditions
by the normalization procedure described in [21].

3. OUR RESULTS AND TECHNIQUES

3.1 Axiomatic result

In its standard form, the Gibbard-Satterthwaite theo-
rem [2, 3] requires voter preferences over the set of candi-
dates to be complete, transitive and unrestricted (i.e. voters
are allowed to pick any possible ranking). Several follow-up
works have studied generalizations of this result to settings
such as (i) minimally rich subsets of the domain of rank-
ings [24, 25, 26, 27], (ii) incomplete preferences such as par-
tial orders or top-k choices [7, 8], (iii) voting rules with mul-
tiple winners [28, 8], etc. Our axiomatic result can be seen
as belonging to this line of research where we simultaneously
relax the assumptions of transitivity and completeness.

Specifically, we show that the inevitability of strategic vot-
ing extends to the more general domain of pairwise prefer-
ences. We might expect this intuitively — indeed, if r is a
non-manipulable pairwise voting rule, then the projection
of r to the domain of rankings will also be non-manipulable.
However, the projection of a “non-dictatorial” pairwise vot-
ing rule 7 to the domain of rankings might still turn out to
be dictatorial, making the desired contradiction elusive.

THEOREM 3.1  (AXIOMATIC RESULT). If there are at
least three candidates and at least two voters, then any pair-
wise voting rule that is onto must also be manipulable.

PROOF. Let us assume that the voting rule r is onto. Con-
sider a preference profile I1; where all votes are identical di-
rected cycles of the formn>=n—1,n—1>n—2,--- ) 2>1,
1>n. We require n > 3 for this to be well defined.
Let r(II;) = 1. Starting from voter u1, sequentially mod-
ify the votes of all voters w1, us,...,un such that in each
vote, 2 beats all other candidates and 1 beats everyone ex-
cept for 2. At each stage of this modification process, 1 must
remain the election winner (if 2 wins at any stage, then the
swing voter has an incentive to switch to the new vote; if
some other candidate ¢ # 1,2 wins, then the swing voter
can switch back to the old vote). Call this new profile IIs.
Hence r(IIz) = 1. Ontoness of r implies that there exists
a preference profile II such that r(II) = 2. Without loss of
generality, II can be transformed into a profile II3 where 2
beats everyone in each vote and continues to be the win-
ner, i.e. 7(Il3) = 2. Starting from II3, sequentially modify
the votes to transform it into IIz. At some point during this
process 2 must lose, providing the desired manipulation. []

3.2 Complexity of manipulating pairwise
Borda

We build a comprehensive landscape of the computational
complexity of pBorda-MANIPULATION for various combina-
tions of possibilities that arise along the two dimensions
mentioned earlier, namely (i) the structure of the action
space (A = tree, bipartite, complete graph etc.) and (ii) the
preference type (pref-type = strict, acyclic etc.). Our re-
sults show that the manipulation problem turns out to be
easy (i.e. polynomial time) whenever the graph structure
is simple enough (e.g. tree/max degree=2), regardless of
the preference type. However, for more complex structures
like bipartite/complete graphs, requiring either strictness or
acyclicity (but not both) can lead to computational hardness
(i.e. NP-hardness). Our results for pBorda-MANIPULATION
are summarized in Table 1 and stated as Theorems 3.2 to 3.5.
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Figure 2: Figure (a) on the left shows the graph structure of the reduced S-ELIMINATION instance in [21] with the scores of the
teams listed inside parentheses. Figure (b) on the right shows the graph structure of the corresponding pBorda-MANIPULATION
instance. The solid circles in figure (b) correspond to the dummy candidates and the dashed/solid edges represent the votes of
the non-manipulators for comparisons involving/not involving a dummy candidate.

THEOREM 3.2. pBorda-MANIPULATION is polynomially
solvable in the following cases: (a) for any choice of pref-
type when A is a tree and (b) for any choice of A when
pref-type = strict4acyclic.

PROOF.  (Sketch.) Part (a) above is shown by a bottom-
up greedy algorithm that starts at the leaves of the tree
and forces an option for the manipulator without loss of
generality. For example, if a leaf has a positive excess score,
then it must lose against its parent (and if this is not enough,
then it is legitimate to abort). Similarly, if a leaf has negative
excess, then it might as well win the pairwise comparison
with its parent whenever the score transfer is feasible.

Part (b) is shown by a greedy approach similar to the one
used in the classical setting of rankings [4]. At each step, the
algorithm checks whether some vertex can be made a source
vertex for the remaining graph (i.e. all its incident edges
are oriented as outgoing). If yes, the algorithm updates the
excess scores for all vertices and proceeds with the remaining
(smaller) graph; otherwise, the algorithm outputs No. [

REMARK 3.1. The proofs for both parts (a) and (b)
of Theorem 3.2 rely only on a locality property of score-based
pairwise voting rules — which is that adding a pairwise com-
parison between a pair of candidates only affects the scores
of the two candidates involved. For this reason, other score-
based pairwise voting rules with this locality property (e.g.
Copeland®) also admit polynomial time manipulation algo-
rithms in the settings described above (refer Tables 2 to 4).

THEOREM 3.3. pBorda-MANIPULATION is NP-complete
for A € {bipartite, general graph} and pref-type €
{acyclic, unrestricted}.

PrOOF. We reduce from the instance of S-ELIMINATION
with S =1[(1/6,-1/6),(0,0),(—1/12,1/12)] that was used
by Kern and Paulusma [21] in their NP-hardness proof *.
Specifically, the instance consists of seven groups of teams

“The proof in [21] was actually presented for S-ELIMINATION
with S = [(3,0),(1,2), (0, 3)], which can be reduced to our
problem using the following normalization scheme: start by
awarding, for each remaining game in G, 1 and 2 points re-
spectively to each home and away team in advance, followed
by scaling down all score values by 12.

comprising [N], namely W,W,R, X,Y,X and Y, repre-
sented as circles, squares and triangles in Figure 2a. The cur-
rent scores of all teams in each group are listed inside paren-
theses. Also as shown, each team in the groups W, X,Y has
two remaining games against teams in W, X, Y resp., while
each team in the group R has three remaining games - one
apiece against teams in W, X, Y. The distinguished team i*
(not shown in the figure) has no remaining games and has an
initial score of 0. Finally, for any game in G the team from
the groups W, X,Y should be considered the away team.

The reduced election instance (Figure 2b) is constructed
as follows: the set of candidates [n] consists of (i) a candi-
date i for each team ¢ € [N] (including a candidate ¢ for the
team i) and (ii) the dummy candidates N + 1,...,N + ¢
(shown as solid circles) where £ < N i.e. at most one per
team (hence n = N +¢). The action space A of the manipu-
lator corresponds to the set of remaining games G. The votes
of non-manipulators (twelve in total — u1,...,u12) are set
up as follows: (i) votes between candidate pairs (i,7) in A:
for each game (4,j) € G where ¢ is the home team and j is
the away team, the votes between the corresponding candi-
date pair (i,j) € A are set up in a 1:2 configuration’; (ii)
votes involving dummy candidates: for each candidate cor-
responding to a team in the groups W,W,R, X or Y, we
add a dummy candidate and set the votes between them
in the configurations 7:5, 3:9, 5:7, 2:10 or 2:10 respectively
(see Figure 2b); and (iii) votes involving the distinguished
candidate i": the pairs (i, N + 1) and (i*, N + 2) are set up
in the configurations 1:0 and 5:7 respectively.

It is easy to check that the excess scores of the candidates
match the excess scores of the corresponding teams in the
sports instance. Besides, for each candidate pair in A (set-
up in a 1:2 configuration), the pBorda scores of the pair
can change by (1/6,—1/6),(0,0) or (—1/12,1/12) depending
on how the manipulator votes, which is exactly the scoring
system S in original sports instance. The equivalence of the
two solutions is now straightforward.

Note that the graph G in the original sports instance
(Figure 2a) is bipartite. Besides, any valid orientation of
the remaining games in that construction turns out to be

®A wote configuration of 1:2 between a pair of candi-
dates (4, j) means that one voter (say u1) votes i =, j while
two other voters (say usz,us) vote j =u, ¢ and j >, 0.



acyclic. As a consequence, pBorda-MANIPULATION remains
NP-complete when A = bipartite graph and pref-type =
acyclic. The implications for A = general graph and pref-
type = unrestricted follow. []

REMARK 3.2. Since the above reduction requires at
most 12 non-manipulators, pBorda-MANIPULATION is NP-
complete even with O(1) non-manipulators.

Our next result (Theorem 3.4) shows that pBorda-
MANIPULATION is NP-complete when the manipulator is not
allowed to skip any pairwise comparison in A (i.e. pref-
type = strict). Our proof consists of two parts: first, we
introduce a generalization of S-ELIMINATION (which we call
MIXED-ELIMINATION) and show that the problem is NP-
complete via reduction from 3-D MATCHING (Lemma 3.1).
Next, we show that MIXED- ELIMINATION reduces to pBorda-
MANIPULATION when pref-type = strict. We start by de-
scribing the problem of MIXED-ELIMINATION.

MIXED-ELIMINATION generalizes S-ELIMINATION to com-
petitions where different games can be played under different
scoring systems. That is, instead of a single scoring sys-
tem S as in S-ELIMINATION, MIXED-ELIMINATION consists
of k different scoring systems Si,Sa,..., Sk and an assign-
ment function 1 which maps each game in G to exactly one
of these scoring systems i.e. n(G) € [k’]'g‘. As before, the
question of interest is: can team i* still win?

DEFINITION 3.1. MIXED-ELIMINATION(S1, S2, ..., Sk)

Instance: A tuple (s,i*,G,n) where s = (s1,s2,...,58)"
is the vector of current scores of the N teams, i* € [N] is
the distinguished team, G C ([1;7]) is the set of remaining
games between the teams and n is a function that assigns
a scoring system from {S1,S2,...,Sk} to each game in G.

Question: Does there exist an assignment of outcomes for
the games in G which when scored according to the scor-
ing systems chosen by n make i* the team with the (joint)
highest score?

Our proof of Theorem 3.4 focuses on MIXED-
ELIMINATION(S1,S2) where S; = [(10,—10),(=5,5)]
and So = [(8,—8),(—2,2)]. Thus, each remaining game
is scored according to either S; or Sz and no game can
end in a draw. We already know from Theorem 2.1 that
the pure elimination problems with either of these scoring
systems (i.e. Si-ELIMINATION or S2-ELIMINATION) admit
polynomial time algorithms“. As we show below, however,
the mized elimination problem with these two scoring
systems together is computationally hard.

LEMMA 3.1. MIXED-ELIMINATION(S1,S2) with Si1 =
[(105 710)7 (757 5)] and Sz = [(87 78)7 (727 2)} is NP-
complete when the set of remaining games G induces a bi-
partite graph.

PrOOF. We reduce from a variant of 3-D MATCHING
where each element of the sets W, X,Y occurs in exactly

5This is because any instance of S-ELIMINATION with S = S,
can be transformed into an equivalent (efficiently solvable)
instance of S-ELIMINATION with S = [(1,0), (0,1)] by first,
awarding in advance —5 and —10 points respectively to each
home and away team for each remaining game in G; followed
by scaling down all team scores by 15. Similarly for S = Ss.

score transfers
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Figure 3: This figure shows the matching graph for a given
3-D MATCHING instance (left) and score transfers between
teams at each level (right). The base sets W, X, Y and the set
of triples R are represented as circles and triangles respec-
tively. Each element of the set W (resp. X,Y ) is connected
to two elements of the set W (resp. X,Y) (shown as square
nodes) representing the two occurrences of this element in R.

two triples in R [23] (refer Definition 2.4). Our proof follows
the template of a similar proof in [21] where a reduction
from the standard 3-D MATCHING problem is used to show
hardness of S-ELIMINATION. The main idea of the proof
in [21] is to treat the nodes in the matching graph of the
given 3-D MATCHING instance (see Figure 3) as teams and
the edges as the set of remaining games between teams. We
use this idea to set up a sports instance where the games in
the upper half of the matching graph are scored according
to S1 = [(10, —10), (=5, 5)] and those in lower half according
to S2 = [(8,—8),(—2,2)], shown as solid and dashed edges
in Figure 3.

Formally, given an instance (W, X, Y, R) of 3-D MATCH-
ING, we construct an instance (s,i*,G,n) of MIXED-
ELIMINATION(S1, S2) as follows: (i) the set of teams [N] is
the union of the sets W, X,Y, W, X, Y, R (i.e. one team per
element) along with the distinguished team i*; (ii) the set
of remaining games G is precisely the set of all solid and
dashed edges in the matching graph; (iii) the assignment
function 7 is such that all games involving teams from W
are scored according to Si, while all other games in G are
scored according to Ss. Furthermore, for any game, a team
higher up in the matching graph should be considered the
away team; and (iv) the current score of the team i* is
fixed at 0 without loss of generality. The excess scores of
all teams in the sets W, W, R, X,Y, X and Y are respec-
tively 0,—1,0,—1,—1,—7 and —7. We now show the equiv-
alence of the two instances.

(=) Suppose there exists a 3-dimensional match-
ing R’ C R. Then a winning assignment can be constructed
as follows: (i) each team r = (w,z,y) in the matching
set (i.e. 7 € R') beats the team w € W corresponding to
the element w, and loses to the teams Z € X and §j € X
corresponding to the element  (and y); (ii) each » € R\ R’
does the exact opposite by losing to the team above it and
beating the teams below it in the matching graph and (iii)
if a team @ € W loses the game against the team in R,
then it wins its only other remaining game against w and
vice versa. Similarly for teams in X and Y. It can now be
easily checked that the above assignment of outcomes is a
winning one for team i".



(<) Now suppose there exists an assignment of the re-
maining games that makes team i* win. Without loss of
generality, each team in R under such an assignment either
wins its game against the team in W (in which case it loses
against teams in X and Y) or loses against the team in W
(in which case it wins against the teams in X and Y). The
set of teams in R that win against teams in W can now be
shown to constitute a valid 3-dimensional matching.

Finally, observe that the graph G in the reduced instance
is bipartite. This proves Lemma 3.1. [

THEOREM 3.4. pBorda-MANIPULATION ¢s NP-complete
for A € {bipartite, general graph} and pref-type = strict.

PROOF.  (Sketch.) Our proof uses a reduction from
MIXED-ELIMINATION(S1, S2) with S = [(10,—10), (=5, 5)]
and Sz = [(8,—8),(—2,2)], which was shown to be NP-
complete in Lemma 3.1 even when the graph induced by the
set of remaining games is bipartite. Just like in the proof
of Theorem 3.3, we match teams with candidates and the
set of remaining games with the action space of the manip-
ulator. Furthermore, if a game between two teams is scored
according to Si (respectively S2), then the votes of non-
manipulators between the corresponding candidates are set
up in a 1:2 (respectively 1:4) configuration. The win-loss-
only condition translates to pref-type = strict. [

REMARK 3.3. It is worth pointing out that when pref-
type=strict, we cannot show hardness for pBorda-
MANIPULATION by reduction from S-ELIMINATION. The rea-
son s that for a scoring system S to correspond to the
changes in pBorda scores due to the manipulator’s vote, it
must be of the form [(a, —a), (0,0), (—8, B)], where a, B € N.
When skipping a comparison is not allowed (as is the case
with pref-type=strict), the required form becomes S =
[(a, —), (=B, B)], which can in turn be reduced (via transla-
tion and scaling) to the trivial [(0,0)] system. This motivates
the need to consider instances with more than one scoring
system, as in MIXED-ELIMINATION.

THEOREM 3.5. pBorda-MANIPULATION s NP-complete
for A = complete graph and pref-type € {strict, acyclic,
unrestricted}.

PROOF. (Sketch.) For any fixed choice of pref-type, we re-
duce from the corresponding pBorda-MANIPULATION prob-
lem with A = general graph, which was shown to be NP-
complete in Theorems 3.3 and 3.4. The set of candidates
in the original and the reduced instances are identical. The
votes of non-manipulators between candidate pairs within A
in the original instance are also identical to the votes be-
tween corresponding candidate pairs in the reduced instance.
For candidate pairs outside A in the original instance that
are set up in a : b configuration, the corresponding candi-
date pairs in the reduced instance are set up in aK : bK
configuration, where K is sufficiently large (yet polynomial
inm,m). ‘Scaling up’ votes in this manner not only preserves
the exact pBorda scores (and therefore the excess scores) of
the candidates in the reduced instance, but it also forces the
manipulator to effectively work with candidate pairs cor-
responding to the action space A of the original instance.
This is because a large number of non-manipulators’ votes
between a pair of candidates nullifies the change in pBorda
scores brought about by the manipulator’s vote. [

3.3 Complexity of manipulating Copeland”

Our results for the complexity of Copeland®-
MANIPULATION are summarized in Tables 2 to 4 and
are stated as Theorems 3.6 to 3.8.

The family of Copeland® voting rules (parameterized
by «) was first studied by Faliszewski et al. [19] in the
context of manipulation by a coalition of two voters (re-
call from Remark 3.1 that manipulation by a single voter is
polynomial time). Together with [29], these papers showed
that Copeland®-MANIPULATION with two manipulators is
NP-complete for all « € QN0,1]\{0.5} when A = complete
graph and pref-type = strict4acyclic (i.e. when votes are
complete rankings). However, when votes are allowed to be
tournaments (i.e. A = complete graph, pref-type = strict),
Copeland®-MANIPULATION was shown to admit a polyno-
mial time algorithm for o € {0,1} for any given number
(k> 1) of manipulators’ [29] . This algorithm can be easily
modified to work for any general graph A. Our first result
in this section (Theorem 3.6) generalizes the tractability of
Copeland“-MANIPULATION for a € {0, 1} to any choice of A
when pref-type € {strict, acyclic, unrestricted} (Table 2).
We also show that Copeland®-MANIPULATION is efficiently
solvable for any choice of A4 when pref-type € {acyclic,
unrestricted} (Table 3).

THEOREM 3.6. Copeland®-MANIPULATION is polynomi-
ally solvable in the following cases: (a) for a € {0,1} for any
choice of A when pref-type € {strict, acyclic, unrestricted }
and (b) for a« = 0.5 for any choice of A when pref-type
€ {acyclic, unrestricted}.

PROOF. (Sketch.) Since the manipulator cannot affect
the Copeland outcomes for pairwise contests between
candidate pairs (¢,7) with |m;; — mj;| > 1, we assume
without loss of generality that the manipulator either skips
such comparisons (if pref-type € {acyclic, unrestricted})
or provides arbitrary preferences over them (if pref-type
= strict). Hence, for the rest of the proof, we will only
consider the pairs (4, ) where |m;; — mj;| < 1.

Part (a): We start with Copeland’-MANIPULATION. Here,
the manipulator prefers to have as many ties between pairs
of non-distinguished candidates as possible. Thus, when
pref-type = unrestricted, the manipulator votes j>¢ when-
ever m;; = mj; + 1 and skips the comparison otherwise.
When pref-type = strict, the manipulator can no more
skip the comparisons with m;; = mj;. For such pairs, the
Copeland scores of candidates (4,5) can change by (+1,0)
or (0,41) for the vote i>j or j>i of the manipulator.
This subproblem is identical to S-ELIMINATION with S =
[(1,0), (0,1)], which is efficiently solvable (Theorem 2.1).
Finally, when pref-type = acyclic, the manipulator once
again votes j>i whenever m;; = m;; + 1 and skips the com-
parison otherwise. Such a vote suffices if already acyclic.

"Theorem 5.2 in [29] states that Copeland®®-
MANIPULATION (given k£ > 1 manipulators) is also in
P when A = complete graph and pref-type = strict.
The proof refers to a related problem called microbribery
of Copeland® elections, which was shown to be tractable
only for @ € {0,1} but not for @ = 0.5 [30]. We fix this

by showing that Copeland®®-MANIPULATION is in fact
NP-complete when A € {bipartite, complete graph} and
pref-type = strict (Theorem 3.8), implying the same for
the corresponding microbribery problem (of which the
manipulation problem is a special case).




Otherwise, we claim that it suffices to run the greedy algo-
rithm from Theorem 3.2 over the action space A restricted
to the pairs with m;; = mj; + 1 (and skip all other com-
parisons). Indeed, notice that the Copeland scores of such
pairs (i,j) can change by (0,0), (0,0) or (—1,0) for the
comparisons i>7, skip or j>i respectively. Any valid vote
that skips such a comparison can therefore be replaced by
a vote that makes a strict comparison instead. Thus, the
restriction of any valid vote to such pairs has pref-type =
strict+acyclic for which the greedy algorithm from Theo-
rem 3.2 suffices.

Now consider Copeland'-MANIPULATION.  Here, the
manipulator tries to avoid ties between non-distinguished
candidates by mimicing the majority vote for pairs (z,7)
where m;; = mj; + 1 and either skipping (if pref-type =
unrestricted) or using the same S-ELIMINATION routine as
above for the remaining pairs (if pref-type = strict). The
case of pref-type = acyclic is also handled similarly.

Part (b): For Copeland”®-MANIPULATION and pref-
type = unrestricted, the Copeland scores of a pair (i, )
with m;; = mj + 1 can change by (0,0), (0,0)
or (—0.5,40.5) for the comparisons i>~j, skip or j>i re-
spectively. Similarly, for a pair (¢,7) with m,;; = mj;, the
change can be (40.5,—0.5), (0,0) or (—0.5,40.5) respec-
tively. Using the normalization scheme suggested in [21],
this problem can be shown to be an instance of MIXED-
ELIMINATION(S1,S2) with S1 = [(1,0),(0,1)] and Sy =
[(2,0),(1,1),(0,2)], which is efficiently solvable using the
maximum flow formulation of [21].

When pref-type = acyclic, the vote constructed above
suffices if already acyclic. Otherwise, any directed cycle can
be completely replaced by an equivalent undirected cycle
(i.e. skip votes). This is because an incoming and an out-
going edge for a vertex together amount to a simultaneous
decrease and increase of 0.5, which is the same as ‘no change
in score’ due to the undirected edges. [

Our next result shows that Copeland®-MANIPULATION
is NP-complete for all @ € QN (0,1) \ {0.5} when
A € {bipartite, complete graph} and pref-type €
{acyclic, unrestricted} (Table 4). The reduction is from
S-ELIMINATION with S = [(1/¢,0), (1,1),(0,1/a)] which is
NP-complete for all scoring systems except for a = 0.5 (The-
orem 2.1). We omit the proof due to space constraints and
note that it closely follows the proof of Theorem 3.3.

THEOREM 3.7. Copeland®-MANIPULATION is NP-
complete for all a € QN (0,1) \ {0.5} when A € {bipartite,
complete graph} and pref-type € {acyclic, unrestricted}.

Our final result shows that Copeland®-MANIPULATION
is NP-complete for all @« € Q N (0,1) when the manip-
ulator is required to provide strict preferences over a bi-
partite/complete graph. The reduction is from MIXED-
ELIMINATION(S1, S2) with S = [(1,0),(0,1)] and Sz =
[(1 — «,0),(0,a)], which in turn can be shown to be NP-
complete for all « € QN (0,1) via reduction from 3-D
MATCHING following the template outlined in the proof
of Theorem 3.4. We omit the proof due to space constraints.

THEOREM 3.8. Copeland®-MANIPULATION is NP-
complete for all @ € QN (0,1) when A € {bipartite,
complete graph} and pref-type = strict.

4. RELATED WORK

Manipulation under partial preferences: A number of
recent studies have looked at the problem of manipulation of
voting rules where voters provide partial preferences in the
form of top-k choices or rankings with ties [31, 32, 33, 34].
However, most voting rules used in these studies crucially
depend on the position of a candidate in each vote, making
it difficult to generalize them to the pairwise setting. An
exception is the Copeland® family of rules, for which the
coalitional manipulation problem has been studied in the
context of weighted votes. Even here, a direct comparison
with our setting is not possible because these papers study
a more general problem than ours (namely, coalitional
manipulation with weighted votes) over a strict subdomain
of pairwise preferences (namely, partial rankings).

Possible and Necessary Winners: By far, the most com-
mon approach for dealing with incomplete preferences in the
computational social choice literature is via possible and nec-
essary winners [35, 36, 37, 38, 39, 40, 41]. A possible (respec-
tively necessary) winner for an incomplete preference profile
is a candidate chosen by the voting rule for at least one (re-
spectively all) completion(s) of the partial votes. The notion
of a completion (or extension) is crucial to these studies be-
cause the voting rules considered by them are well-defined
only when either all votes are provided as complete rankings
or when all pairs of candidates have been compared by each
voter. Pairwise voting rules, on the other hand, deal with in-
complete preferences directly without the need for extending
each incomplete vote.

S. CONCLUDING REMARKS

We studied the problem of manipulation of voting rules in
the model of pairwise preferences and showed results of both
axiomatic and computational flavor. In particular, we pro-
vided a complete understanding of how the computational
complexity of manipulating pairwise Borda (pBorda) rule
and Copeland® family of voting rules is influenced by the
action space of the manipulator and the type of preference
relation, up to the point of distinguishing the polynomial
time cases from the NP-complete ones.

The most natural direction for future research would be to
understand the complexity of manipulation in the pairwise
preference model for other voting rules like PageRank [42],
HodgeRank [11], Ranked Pairs, Schulze’s rule [43] etc. An
ambitious question in this context would be a complete clas-
sification of the complexity of manipulation (by a single
voter) in the space of voting rules on pairwise preferences.
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