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Classification Calibration Dimension

General loss matrix

1 2 ... k
1 L171 L1,2 L1,k
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Definition (Classification calibration dimension)

CCdim(L) = min {d € N : 3 a convex surrogate 1 : RY—R"
that is classification calibrated w.r.t. L}

Theorem (Upper bound)
CCdim(L) < rank(L)



Analysis of Pairwise Subset Ranking

Using the Classification Calibration Dimension
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Lower bound application

Forr >4, CCdim(LP¥r) > r
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